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I. MOTIVATION

When the first programming languages were designed,
memory had to be managed manually to make the best use
of slow hardware. This opened the door for many kinds of
programming errors. Memory can be deallocated more than
once (double-free), the programm could read or write out of
bounds of a buffer (information leaks, buffer overflows). Lan-
guages that are affected by this are e.g. C, C++ and Fortran.
These languages are still used in critical parts of the worlds
infrastructure, either because they allow to implement really
performant programms, because they power legacy systems or
for portability reasons. Scientists and software engineers have
proposed lots of solutions to this problem over the years and
this paper aims to compare and give an overview about those.

Reading out of bounds can result in an information leak and
is less critical than buffer overflows in most cases, but there
are exceptions, e.g. the Heartbleed bug in OpenSSL which
allowed dumping secret keys from memory. Out of bounds
writes are almost always critical and result in code execution
vulnerabilities or at least application crashes.

II. MAIN PART, TODO

A. Background

text

B. Concept and Methods

1) Runtime Bounds Checks:
2) Prevent Overriding Return Address:
3) Restricting Language Features to a Secure Subset:
4) Static Analysis:
5) Type System Solutions:
6) ASLR: ASLR aims to prevent exploitatoin of buffer

overflows by placing code at random locations in memory.
That way, it is not trivial to set the return address to point to the
payload in memory. This is effective against generic exploits
but can still be exploited in combination with information
leaks or other techniques like heap spraying. Also on 32 bit
systems, the address space is small enough to try a brute-force
attempt until the payload in memory is hit.

7) wˆx Memory: This mitigation makes memory either
writable or executable. That way, an attacker cannot place
arbitiary payloads in memory. There are still techniques to
exploit this by reusing existing executable code. The ret-to-libc
exploiting technique uses existing calls to the libc with attacker
controlled parameters, e.g. if the programm uses the ”system”
command, the attacker can plant ”/bin/sh” as parameter on the
stack, followed by the address of ”system” and get a shell on
the system. Return oriented programming (a superset of ret-
to-libc exploits) uses so called ROP gadgets, combinations of
memory modifying instructions followed by the ret instruction
to build instruction chains, that execute the desired shellcode.
This is done by placing the desired return addresses in the right
order on the stack and reuses the existing code to circumvent
the wˆx protection.

C. Discussion

1) Ineffective or Inefficient:
2) State of the Art: text

III. CONCLUSION AND OUTLOOK

text

IV. SOURCES

• RAD: A Compile-Time Solution to Buffer Overflow At-
tacks [1] (might not protect against e.g. vtable overrides,
PLT address changes, . . . )

• Dependent types for low-level programming [2]
• StackGuard: Automatic Adaptive Detection and Preven-

tion of Buffer-Overflow Attachs [3] (ineffective in com-
bination with information leaks)

• Type-Assisted Dynamic Buffer Overflow Detection [4]
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